EVALUATING WEB-BASED TRAINING PROGRAMS

Zane L. Berge, Ph.D.

Director, Training Systems Graduate Program

UMBC

1000 Hilltop Circle 

Baltimore, MD 21250

berge@umbc2.umbc.edu

Final Draft 7/14/1998

Abstract:

Evaluation is the process of assessing value.  This chapter describes the reasons and methods for evaluating online distance training and education programs.  Evaluation efforts are conducted for basically two reasons: decision-making and accountability.  Major factors include how effective were the courses for achieving student outcomes, teacher and student satisfaction, and what student characteristics seem to be correlated with success in achievement and satisfaction.  But in addition to "stakeholder outcomes," the chapter also emphasizes context in which evaluation and program planning occurs—specifically, the technical and political infrastructure.  The philosophy promoted here as value added, is that program evaluation (also known as course evaluation or curriculum evaluation) contributes by being used in the organization as a management tool for program planning.
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EVALUATING WEB-BASED TRAINING PROGRAMS

Zane L. Berge, Ph.D.

Essentially, evaluation is a process of assigning value.  In this chapter I focus on the value of training or educational programs in the context of a web-based environment.  A training or educational program is a set of organized learning activities that are systematically and intentionally designed to achieve planned learning outcomes, usually within a set time-frame.  


Program planners design specific learning outcomes.  They often have additional professional responsibilities such as analyzing the needs and characteristics of the trainees, developing instructional materials, implementing the instruction, evaluating and managing the program leading to successful learning. (see Rothwell and Cookson, 1997 for a complete description of their Lifelong Education Program Planning Model).  While there are many models useful to program planning, all share the overarching principle that, without determining the desired results in advance of the learning activities, it may be impossible to gather the necessary data to determine how successfully the learning program has been implemented.


The roles and functions of program planning can be performed by various people in an organization with titles such as trainer, program director, professor, instructional development professional, human resource development professional, training and development specialist, conference planner, or team facilitator.  For the purposes of this chapter, a “program” can be as small in scope and size as a single, short workshop or as extended as a university degree program—systematic evaluation is an important component in each.  That the programmatic context here is the Web is important to parts of the evaluation plan and will be discussed below.

What Questions Does Program Evaluation Answer?

Basically, there are two reasons for program evaluation (also known as course evaluation or curriculum evaluation).  One reason is for decision-making in helping to improve the program, and the other is for accountability.  Program evaluators are interested in finding out through systematic methods about the learning they have designed.  What happened, what do stakeholders believe about what happened, and how can improvements be made in the system (Freddolino, 1997).  Some of the questions often asked in these categories follow (Boyle, 1981; Gery, 1991; Knowles, 1980; Rothwell and Cookson, 1997):

What happened during the learning event

Here the program evaluator is asking “what are the facts?”  For example:

· Does the selection of participants comply with equal opportunity regulations?

· What are the characteristics of the learners? (e.g., occupation, age, gender)

· What were the expected and unexpected outcomes of the program?

· Could it have been more cost-effective (e.g., reduced support costs; reduced implementation costs)?

· Was there decreased time to performance?

· Did the training decrease the gap between less experienced and star performers?

· Was increased performer confidence realized?

· Are instructors capable of using the chosen method of instruction?

· Was the program received by those for whom it was intended and in the intended way?

· Do learners have adequate opportunity to address their practical concerns?

· Was there evidence that learner’s morale was raised?

What do stakeholders think about what happened?

· Which agencies are interested in program collaboration?

· Is it probable that the proposed procedures will produce the desired consequences?

· Are program planners overlooking some potential program goals?

· Can the intended outcomes be obtained efficiently?

· Is there justification for increasing the size of the program?

· Is there reason for program planners and stake holders to have pride in their accomplishments?

· What was the return on investment (ROI)?

· What are the worthwhile program goals?

· Can what happened in this program serve as the foundation for promotion, marketing, and public relations for the future?

What can be done next time to make it better?

· What procedures could be changed to improve instructional delivery?

· How could the content of the program be strengthened?

· How might greater impact on the learners’ institutional setting be attained?

· Are there alternative topics that would better facilitate achieving stated program goals?

· Is the format of the program consistent with the setting of the instruction?

· Would it be useful to go into greater topic depth?

· Would the proposed method of instruction be compatible with the learning styles of the target group?

· How could the planning activities be improved to enhance participation?

· How can program goals more realistically correspond to learner goals?

· What technological equipment, trained staff and ongoing infrastructure development are needed for improvement to future implementation of the web-based training?

Framework for Program Evaluation of Web-Based Training

There are many approaches to program planning (e.g., Phillips, 1991, Workforce Development Staff Skills and Training Project, n.d.).  Program evaluation is done to help with decision making and accountability regarding stakeholder outcomes, and the instructional development.  While both the reasons for decision-making and accountability are important, the perspective taken in this chapter is that evaluation is done with a focus on planning.  Formative evaluation leads to planning for continuous improvement of learning in the workplace or educational environment.  Once program goals are established, program evaluators are fairly adapt at formulating plans to evaluate stakeholder outcomes and instructional design elements.  What is not usually emphasized is the need for evaluating the program with regard to political and technological factors (Freddolino, 1997; Wilson and Cervero, 1996).

Stakeholder Outcomes

Stakeholders vary greatly among learning systems, and depending on what is being evaluated the identity of the primary, secondary, and tertiary stakeholders will vary greatly.  The complexity of the identification process can not be given justice here, but this step is critical to evaluation in program planning and the reader is directed to the references below as a starting point for further details.  Certainly the trainees, instructor, trainees’ supervisor and the business unit to which the trainee belongs are key stakeholders.  Others often include customers, vendors, trainee’s family members, and funding agencies.  The techniques used in evaluating whether stakeholder outcomes are being met are similar in web-based training to those used in any other learning environment.  But it should be noted that when planning for web-based evaluation there could be additional members of the team, such as web-based designers/developers and information management staff, who may not be directly involved in the instructional environment if it were not web-based.

Instructional Development and Content

Web-based training involves the analysis, design, development, implementation, evaluation, and management of instruction within an online learning and teaching environment  Quality of instruction (i.e., effectiveness) is mainly determined by the instructional design of the educational interventions, not the technology or delivery system.  The design sets the parameters for quality and limits quality—as the effectiveness of the design decreases so does the upper limit of quality in instruction.  While the development of materials and the delivery can be detractors to learning, a ceiling for the effectiveness of learning is created at a height which depends on the instructional design (Berge, 1997).


The plan for evaluation of web-based training follows the same principles as any delivery system with regard to questions such as how well did the participants learn, apply, or change their performance because of the instruction received (Asao, n.d.; Morita, 1996; Sweeney, Roop, and Lazzarotto, 1997).  It is the change in scores between a pre- and posttest that is used for evaluation of the effectiveness of instruction.  Surveys can be completed by students prior to the program’s beginning to measure student characteristics and expectations (Hiltz, 1994).  Generally, the intent is to make sure that the content, practice the trainees receive, examination of trainees, and the instructional objectives all match one another (Yelon and Berge, 1988).  Nichols (1995) points out that compared to evaluation of face-to-face instruction, especially in the prototype stage, it is critical that evaluation of web-based programs match the actual conditions the learner will face in a real-world environment.  Often the shortcuts provided in evaluation of the training program (i.e., the assistance from instructor or developer that provide small insights to the try-out to keep the pace moving) that are useful and relatively harmless for face-to-face instruction can be fatal to the success of the web-based training if real-world conditions are not met.


Tools used to help evaluate stakeholder outcomes and the instructional design, content, and quality of the program include learning contracts, team follow-ups, document reviews, tests, work samples, role plays, observations, class evaluations, conducting cost-benefit analysis, calculating break-even, committee review, critical incidents, meetings, focus groups, success stories, interviews, and surveys.

Levels of Evaluation

There are several frameworks for classifying areas of evaluation (Phillips, 1991).  Kirkpatrick’s (1983, 1996) model is perhaps the most well-known (Gordon, 1991) and consists of four levels of evaluation: reaction, learning, behavior, and results.  With Level 1, data is most often gathered using questionnaires at the beginning, middle, or most likely at the end of the program.  The evaluator is measuring the trainee’s perceived satisfaction with the program, delivery implementation, and other factors involved with the training program.  In Level 2 evaluation, the goal is to measure whether learning took place.  Often a pre- and posttest design can be used for gathering evidence at Level 2 evaluation.  At Level 3, the evaluation is geared to finding out if the trainee can perform in a real-world situation.  Suppose the data from the Level 2 evaluation shows that the trainee can fly the airplane using a simulator.  But can that person fly a real plane to Chicago from New York City?  On the first flight after simulator training, would you crawl into the passenger seat of a plane flown by a pilot who just passed the web-based training course you conducted and make first-hand observations?  (Or, you could conduct exit surveys of the passengers getting off that plane in Chicago. . .)


At Level 4 the goal is to measure business results.  Given Level 3 evaluation indicates that the trainees are performing on-the-job to the standards they have been trained, what does it matter to the organization?  The efforts in this level are seeking to give summative evaluation about such things as reduced employee turnover, reduced costs, improved quality of products or services, increased sales, fewer grievances filed, or increased profitability (see, for example, Chabrow, 1995; Hassett, 1992, Robinson and Robinson, 1989) 
.  There are almost always several confounding variables when trying to determine if web-based training causes significant growth in the organization.  Gathering data to measure return on investment and other evaluations at Level 4 is expensive and time-consuming--therefore rarely attempted even in the corporate sector.  In 1996, the percent of courses evaluated at Kirkpatrick Levels 1 and 2 were reported by ASTD’s Benchmark (American Society for Training and Development) companies as 92% and 34 % respectively.  Only 11% of courses were evaluated at Kirkpatrick Level 3 and a mere 2% were reported as being evaluated at Level 4 (ASTD Benchmark Forum, 1996).  While these statistics are not broken out by delivery method, I would not expect web-based training differ from other program delivery methods.

Political and Technological Infrastructure

While the above framework is useful at the various levels for designing evaluation for stakeholder outcomes and the instructional design used for the program, the context in which the program operates is critical, too.  Creating a powerful learning environment means designing learning experiences that teach skills central to business issues, and make people central to an organization’s success (Forum Corporation, 1996).  A key element is linking training to business results, and that is done in a political arena with negotiated interests (Wilson and Cervero, 1996).


Freddolino (1997) speaks of the “interconnected mass of intra- and inter-organizational relationships and interactions among governing, advisory, user, and other interested stakeholder groups in addressing such issues as financing, staffing, usage, networks, and sustainability” (p. 82).  Political factors often have significant impact upon the success of a program.  A major change in the funding source or a change in the mission of the company, for instance, can have more of an impact on the success of a program than the quality.


For example, it does not make sense from a learning and teaching sense to conduct a comparison between web-based training and "traditional” face-to-face training, given the same instructional design.  This type of media comparison studies, when well done, produce no significant differences (Clark, 1983).  For the most part, I believe the field is moving past this type of comparison to the more relevant questions in need of evaluation, (examples of which are listed throughout this chapter).  Still, if the CEO asks for such a comparison, it may make political sense to do it.  


It matters, too, at what stage or level of technological maturity the organization is.  While data collection may not change, the way the data is interpreted probably will.  For instance, the criteria for “success” may vary depending on whether this is the business unit’s first web-based course, or their twentieth.  The bar is probably somewhat higher for an instructional development team use to working with sophisticated computer/telecommunication systems for several years than a team with minimal experience and knowledge with these systems.


Tools used to help evaluate the political and technological infrastructure of web-based training include social participation scales based on recorded observations of attendance, analysis of persons holding of leadership positions, Delphi, nominal group, committee review, team follow-ups, document reviews, critical incidents, meetings, work samples, observations, class evaluations, stories, interviews, and surveys.  In my experience, evaluation along the dimensions of political impact are perhaps no different in a web-based training environment than any other learning environment (Khan and Vega, 1997).  However, when planning for evaluation, let me again remind you that there could be additional members of the team, such as web-based designers/developers and information management staff, who may not be directly involved in the instructional environment if it were not web-based.  Evaluation of the technological impact directly involve the hardware, software, and warmware used in the technological infrastructure on the web.  

Formulating a Program Evaluation Plan

Caffarella (1994) states that there are many acceptable systematic processes for conducting program evaluation.  The composite model she presents has 12 steps:

1).  Secure support for the evaluation from those who have a stake in the results of the evaluation.

2).  Identify the individuals to be involved in planning and overseeing the evaluation.

3).  Define precisely the purpose of the evaluation and how the results will be used.

4).  Specify what will be judged and formulate the evaluation questions.

5).  Determine who will supply the needed evidence.

6).  Specify the evaluation approach to be used.

7).  Determine the data collection techniques to be used and when the data will be collected.

8).  Specify the analysis procedure to be used.

9).  Specify what criteria will be used to make judgments about the program or what process will be used to determine the criteria.

10). Determine the specific timeline and the budget needed to conduct the evaluation.

11). Complete the evaluation, formulate recommendations, and prepare and present an evaluation report.

12). Respond to the recommendations for changes in the overall program, specific learning activities, and/or the educational unit or function.


Again, in most if not all of these steps, especially in the early ones, the major challenge to the program evaluator/planner is in negotiating the power and interests among the stakeholders (Wilson and Cervero, 1996).

Conclusions

Persons charged with program evaluation of web-based training are often asked to explain the worth of a program in a formative manner.  This is signified by terms such as improving organizational operations, recruitment and training, public relations, and administrative management.  They are asked to improve such program aspects as objectives, selection of methods and materials, and the quality of learning outcomes.  Sometimes they must supply summative evaluation to defend against cutbacks, justify expansion, raise morale, and speak to personnel evaluation or promotion of persons within the organization.  In each of these cases, systematic program evaluation can be critical to decision-making and issues of accountability within the organization.  The value added occurs when evaluation is seen as a management tool for program planning.  This may be especially true when the learning program is web-based, given this technology is quite new and much program evaluation still needs to be completed.


Often evaluation is centered on stakeholder outcomes.  While it is an essential component, an over-emphasis on outcomes may mean missing opportunities in other important areas such as the likelihood of a program being replicated under somewhat different conditions, how can administration of the program be improved, what are the alternative technological systems that may improve trainee satisfaction, or what are the characteristics of the current students that would help in recruiting new students.  Each of these factors are among those forming a web-based training system.  


The political and technological infrastructure present in any web-based course may not change the level of the evaluation, nor change the data gathered.  Still it may greatly have an impact upon the interpretation and evaluation given to a particular program in context.  In order to appropriately evaluate web-based training, the person coordinating the evaluation must first consider the political situation in which that training will take place, the state of the organizational infrastructure, the organization’s state of technological sophistication, the stakeholders and their interests, the content of the course, and the desired outcomes for the training.  Program evaluation for a web-based system involves the process of assessing, for the purposes of decision making and accountability, stakeholder outcomes and instructional development and content, all within a technological infrastructure and political environment.
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�  Some authors (see, for example, Phillips, 1996), would say that return on investment (ROI) should be a separate and higher Level 5 than the original four Kirkpatrick described.  For the purposes of this discussion, Kirkpatrick’s levels suffice.
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